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Teachers have been in the era of accountability for some time. There is an increased
demand for accountability and the use of non-referenced testing with President Bush’s
“No Child Left Behind” initiatives. However, there is a growing demand for less
reliance on standardized tests. Admission decisions to colleges and universities are
being made with Jess emphasis on using standardized test scores and more on other
criteria such as Grade Point Averages (GPAs). GPA is a standard of accountability.
However, when you compare GPA and standardized test scores there are frequently
differences among students GPA and scores on a standardized test, sometimes very
large differences. From the literature we know standardized tests are valid. The
question needs to he asked if GPAs are a valid measures of student achievement.
GPAs are based in large measure on teacher made tests. If teacher made tests are not
valid, how can a students GPA be valid? This paper looks at teacher made tests and
validity. The use of a Table of Specifications can provide teacher made tests validity.
This paper provides the why a Table should be used and how to construct a Table for

their assessment purposes.

The literature is full of articles on ac-
countability issues in education (Eisenberg
& Serim, 2002). Others agree. Mehrens and
Lehman referred to the “age of accountabil-
ity...” as far back as 1973. More recently,
Falk (2002) Nathan (2000) and Newell
(2002) have spoken to the growing demand
for accountability given the massive use of
norm referenced testing in today’s schools.
The literature is full of articles on norm-ref-
erenced achievement testing. The literature
is full of articles on admission policies and
the selection decisions being made on the
basis of standardized test scores and grade
point averages (Imber, 2002; Jenkins, 1992;
Marshall, 1997; Micceri, 2001; Patton, 1998;
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and Perfetto, 2002).

However, the literature is not full of ac-
countability issues regarding teacher made
classroom tests. Teacher made tests have
flirted with, had affairs with and been engaged
toaccountability, butapermanentrelationship
has not materialized. Now, it is the time for
a marriage to take place. The reasoning is
simple - the GPA. The grade point average
(GPA) is a standard of accountability based
oncourse grades resulting from teacher made,
or teacher chosen, content specific tests.
And, although the GPA may be considered
in selection processes, norm referenced test
results may carry more weight. This happens
because there is too often a poor relationship
between the GPA and scores on norm-refer-
enced achievement tests.

Lei, Bassiri and Schultz,(2001) found
thatacollege GPA was anunreliable predictor
of student achievement. Since we assume that
norm referenced tests are valid measures, the
tendency isto put more weight on those results
concerning student achievement. Opponents
of standardized achievement testing would
argue otherwise. For example, Bennett,
Wesley and Dana-Wesley (1999) suggested
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that a college admission model should be
developed to encompass GPA, rank in class
and a district performance index or a similar
predictor as an alternative to standardized
test scores. A formula index based on these
predictors would afford some protection in
selectivity issues. But, since a GPA may not
significantly correlate with norm referenced
test results, which measure is the more valid
measure? The belief in the validity of norm
referenced achievement tests today is strong.
However, can we tell if the GPA 1s a valid
measure? Where is the validity data for the
teacher made (or chosen) tests on which GPA
iscalculated?If the teacher made/chosentestis
NOT valid, the GPA will not be valid either.

Therefore a marriage between teacher
made tests and accountability should take place
to insure validity of its offspring, the GPA. For
a wedding you need something old, somcthing
new, something borrowed and something blue.
The blue is relatively easy to find. Itis the blue
of the student who may be taking a teacher
made test that lacks validity. Teachers who do
not use conventional construction guidelines
for paper/pencil test development will not be
assessing student achievement well. Their tests
will likely have poor content validity, “cause
forconcern because each assessment instrument
depends on its validity more than on any other
factor.” (Ooster, 2003, p. 40)

The something borrowed is a Table of
Specifications. In assessment literature, the
Table may also be referred to as the “test
blueprint,” “master chart.” “matrix of content
and behaviors,” “prescription,” “recipe,”
“road map.” “test specifications,” or “formal
specifications” (Bloom, Hastings, & Madaus,
1971; Carey, 1988; Gredler, 1999; Kubiszyn
& Borich, 2003; Linn & Grunland, 2000;
Mehrens & Lchman, 1973. Ooster, 2003). We
prefer the concept of a test blueprint.

A blueprint is a crucial concept when
constructing anything. First, it is important to
know what you are building before you start.
Constructing an outbuilding forariding lawn-
mower and building ahouse are very different
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projects with the first requiring something
more than a sketch; the sccond requiring a
full set of dctailed plans. In testing terms, a
quiz does notneed as much detailed attention
as a unit or a grading period exam.

The Table is being borrowed because
norm-referenced achievement tests are usu-
ally constructed from such a blueprint. The
blueprint is meant to insurc content validity.
Content validity is thc most important factor
inconstructing an achievement test. The most
important factor in determining the GPA is
the teacher made achievement test called the
end of unit test. A unit test or comprehensive
exam is based on several lessons and/or
chapters in a book supposedly reflecting a
balance between content areas and learning
levels (objectives). The Table serves to clearly
define the scope and the focus of the test.
The Table insures correspondence between
the learning objectives for the students and
the content of the course. A Table serves to
organize the process of test development to
best represent the material covered in the
teaching/learning process. Without a Table
or a test blueprint, a test will produce scores
of limited usc and interpretation.

A Table of Specifications consists of a
two-way chart or grid (Kubiszyn & Borich,
2003; Linn & Gronlund, 2000; Mechrens &
Lehman, 1973; Ooster, 2003) relating instruc-
tional objectives to the instructional content.
The column of the chart lists the objectives
or “levels of skills” (Gredler, 1999, p.268) to
be addressed; the rows list the key concepts
or content the test is to measurc. According
to Bloom, et al. (1971), “Wec have found it
uscful to represent the relation of content and
behaviors in the form of a two dimensional
table with the objectives on one axis, the
content on the other. The cells inthe table then
represent the specific content in relation to a
particular objective or behavior” (p.14).

Teachers often use performance objec-
tives to guide instruction and subsequent
test item construction. However, this tactic
too often results in test items measuring rote




memory only. In order to measure students’
achievement at the higher learning levels of
comprehension, application, analysis, syn-
thesis and evaluation, teachers should go one
step further. Teachers should make use of the
test blueprint - the Table of Specifications.
A Tablc of Specifications identifies not only
the content areas covered in class, itidentifies
the performance objectives at each level of
the cognitive domain of Bloom’s Taxonomy.
Teachers can be assured that they are measur-
ing students’ learning across a wide range
of content and readings as well as cognitive
processes requiring higherorderthinking, The
use of a Table insures that teachers include
test items that tap different levels of cogni-
tive complexity when measuring students’
achievement. Kubiszyn & Borich (2003)
suggested that teachers should use a Table
so they won’t forget the details.

Carey (1988) listed six major elements that
should be attended to in developing a Table of
Specifications for a comprehensive end of unit
exam: (1) balance among the goals selected
for the exam; (2) balance among the levels of
learning; (3) the test format; (4) the total number
of items; (5) the number of test items for each
goal and level of learning; and (6) the enabling
skills to be selected from each goal framework.
A Table of Specifications incorporating these
six elements will result in a “comprehensive
posttest that represents each unit and is balanced
by goals and levels of learning” (p. 89).

A Table of Specifications is developed
before the test is written. In fact it should
be constructed before the actual teaching
begins (Kubiszyn & Borich,2003; Mehrans&
Lehman, 1973; Ooster, 2003). As much time
and effort is spent on developing the house
blueprint; so too a Table of Specifications
requires considerable time and cffort to de-
velop (Kubiszyn & Borich, 2003). Linn and
Gronlund (2000) stated “While the process
is time-consuming, the effort that goes into
development of a table of specifications also
makes it much easier to prepare the test once
the plan is developed” (p. 147).
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Table 1 is an cxample of a basic table
of specifications.

Heading provides the administrative data
for the test and Table. All tables of specifi-
cations have a Table heading. The heading
provides for the administrative requirements
of the test and the information needed to con-
struct the two-way table. The heading makes
it easier for filing and retrieving.

The course title is exactly that, the title
of the course as seen on the teachers’ and
students’ schedule e.g. American history I,
English 11. Grade level is the grade for which
the course is intended on the local or state
course of study. Test periods are time limits
for which the test has been developed for
administration. Date of test is the date the
teacher will administer the test.

The subject matter digest is a paragraph
that provides the limits of the subject matter
that will be covered in class. This insures
that the class covers only required material
as related to stated objectives and nothing
else. This setting of parameters helps guide
discussion and keeps lessons focussed and
on topic. Textbook title and date of publica-
tion along with unit numbers or pages being
covered can also be part of the digest.

The teacher must determine what type of
test will be developed in orderto establish the
amount of detail required in the Table. Amain
focus in teacher made assessments concerns
students’ cognitive abilities to understand and
apply the concepts they have learned. There is
less concern about the rapidity of a student’s
responscs to questions than about the content
of those responses. Accordingly, time limits
on achievement tests are very generous, al-
lowing all students enough time to consider
each question and attempt to answer it. These
tests are called power tests. Items on a power
test have different levels of difficulty usually
arranged in ahierarchy from knowledge level
(casy) to increasing difficulty. A power test
should be administered so that a very large
percentage (90% is an acceptable minimum)
of the pupils for whomitis designed will have
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TABLE 1
Heading
Course Title: Art III
Grade level: 6, 7, 8,9, 10, 11, 12 (Circle as appropriate)
Periods test is being used: 123 4 5 6 7 (Circle as appropriate)
Date of test: April 15,2003
Subject matter digest: 19 and 20 Century Art. Includes artists from around the world. Oils and water colors as
primary medium. Identify major works, styles, and schools.
Type Test: Power, Speed, Partially Speeded (Circle One)
Test Time: 45 minutes
Test Value: 100 points
Base Number of Test Questions: 75
Constraints: Test time, quantity of art available for test items
Learning Objective Item Bloom’s Taxonomy/Congruency
Type Know Comp Appl | Anal | Syn Evl | Total
No Level nstruct Q/P/ Q/P
[ime %
1 Appl 95 11/16 | Matching 6(1) 5(2) 11/16
16%
2 Comp 55 7/10 MC 5(2) 5/10
9%
3 Appl 50 6/9 MC 1(1) 2(2) 4/9
8% Essay 1(4)’
4 Appl 35 5/6 MC 1(1) 1(1) 1(4) 3/6
6% Essay
5 Synth 45 6/3 MC 2(1) 5/8
8% SA 2(1)
Essay 1(4)
6 Know 60 8/10 True/ 6(1) 7/8
10% False
MC 1(2)
7 Appl 85 10/14 | MC 2(1) 2(1) 5(2) 9/14
14%
8 Anal 60 8/10 SA 3(2) 4/10
10% Essay 1(4)
9 Comp 70 9/12 Matching 6(1) 9/12
12% MC 3(2)
10 Eval 40 517 Essay 1 1/7
7% (7)
Total 600 min | 75/10 ) 11/12 23/31 16/34 | 4/10 3/6 1/7 | 58/100
/100% 0
MC=Multiple Choice; SA = Short Answer Q= Questions; P = Points

|
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ample time to attempt all of the items.

A speced test is one in which a student
must, in a limited amount of time, answer
a series of questions or perform a series of
tasks of a uniformly low level of difficulty.
The near-constant level of difficulty of the
questions or tasks is such that, if the pupil
had unlimited time, he or she could easily
answer each question or perform each task
successfully. The intent of a speed test is to
measure the rapidity with which a pupil can
do what is asked of him or her. Speed of per-
formance frequently becomes important after
students have mastered task basics as inusing
a keyboard, manipulatives, or phonics.

Tests are often a mixture of speed and
power even when achievement level is the
test’s purpose. Such tests are called partially
speeded tests. Teachers must check time limits
carefully to be sure that all students will have
the opportunity to address each test item ad-
equately before the allotted time is up.

Once the purpose of the test as a power,
speed or partially speeded test has been cs-
tablished, the teacher can decide the actual
length of the test in minutes. The amount of
time for the test is determined before test
constructionand isfacilitated by using aTablc
of Specifications. Testing time, measured in
minutes, is determined by a number of factors
including: the numberofobjective tobe tested;
coverage of objectives; objective complexity;
number of conditions to be tested; and levels of
acceptable performance. In addition, teachers
must ook at students’ age and ability levels,

-classtime available, types of testitems, length
and complexity of test items, and amount of
computation required.

Carey (1988) pointed out that the time
available for testing depended not only on
the length of the class period but also on
students’ attention spans. Completion of the
testshould be possible within once class period
and the students should finish before they
become fatigued (a six year old will not be
able to take a 40 minute, paper-pencil test). A
Table of Specifications insures that teachers

The Table of Specifications. ./ 119

will address all of these important issues in
constructing an end of unit exam.

To continue our analogy, the something
new at the wedding of teacher made tests and
accountability is the use of an assessment plan
to determine test value. The assessment plan
has been around for a number of years but
has notbeen associated with the development
of a Table of Specifications. An assessment
plan considers how many points the test is
worth, how the test fits into the semester
grade point total and eventually determines
the Grade Point Average. An assessment plan
determines total number of points available in
a marking period. Semester and final grades
for the year come from the six (or nine) week
assessment plans added together.

The first step in developing an assess-
ment plan is to list the assessment activities
to be used in the class. The second step is to
determine how many of each activity will be
used in each grading period. The third step
is to assign points according to the worth of
the activity. This is a value judgment, e.g.
“homework isless important than aunitexam
but more important than answering questions
in class.” The following is an example of a
six week assessment plan.

Example
Assessment Plan:
Determining Marking Period Point Values
Observation time on

Objective/task 30 x 05 = 150
Homework 6x20=120
Class Participation 30 x 10 =300
Quizzes

Open book 3x10=30
Closed book 2x25=50
Tests

Unit test 3 x 100 =300
Marking period exam 1 x 200 =200
Portfolio 0 for marking period
Total points marking period 1150

(Class work = 570 Tests = 580)

An assessment plan should be formed
before each grading period begins. In the ex-
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ample above, the points for testing and points
for class work are evenly divided. This is the
authors’ point of view. Mehrens & Lehman
(1973) suggested that the teacher determines
the balance in the assessment plan. But, bal-
ance will not happen if there is inadequate
planning. Adequate and cxtensive planning
is required so that instructional objectives,
the teaching strategy to be employed, the text
material, and the evaluative procedures are all
related in some meaningful fashion.

He also made suggestions for determining
abase number of items to use per test. “Recall-
level items require less time than application-
level items, whatever the test format. Items
that ask students to solve problems, analyze or
synthesize information, or cvaluate cxamples
all require more time than do items thatrequirc
students to remember a term, fact, definition,
rule, or principle. Essay questions require
more time than either selected-response or
short-answer items” (p. 92).

Some rules of thumb exist for how long
ittakes most students to answer various types
of questions:

* A true-false test item takes 15 seconds
to answer unless the student is asked
to provide the correct answer for false
questions. Then the time increases to
30-45 seconds.

¢ A seven item matching exercise takes
60-90 seconds.

* A four response multiple choice test
item that asks for an answer regarding
a term, fact, definition, rule or principle
(knowledge levelitem) takes 30 seconds.
The same type of test item that is at the
application level may take 60 seconds.

*  Any test item format that requires solv-
ing a problem, analyzing, synthesizing
information orcvaluating examples adds
30-60 seconds to a question.

*  Short-answer test items take 30-45 sec-
onds.

*  Anessay test takes 60 seconds for each
point to be compared and contrasted.

Fallback positions for determining how
many questions should be on a test arc how
muchtimeisavailable for testing and the level
of performance required (test by conditions
as well as action verb). In general, the more
items on a test, the more valid and reliable
the test will be. However, a test could be
prohibitively long. On the other hand, a test
with only one item per objective even if all
items were answered correctly would provide
insufficient evidence of proficiency. When
all else fails look in the mirror to see who
determines the number of test questions on
a tcacher made test.

Constraints are those variables that
prevent testing in the manner that would be
most appropriate for the level of instruction
required to master the performance levcl
indicated by the objective’s action verb.
Write the reason why you see a constraint,
if there arc no constraints statc NONE.
Types of constraints are time, personnel,
cost, equipment, facilities, rcalism, logistics,
communications, others.

The first heading in the body of the Table
(see page 3) is called Learning Objectives.
This hcading has four subheadings: No;
Level; Time; and Q/P/%. These subheadings,
although distinct, are interrelated. No. repre-
sents the number designation of the objective.
Either write the objective out in this space
or put the number of the objective from an
objective list in the spacc. If a list is used, it
must be attached to the table.

The table itself is predicated on the
writing of good performance objectives. A
performance objective states the performance
required or capability that is involved (action
verb). The content is then specified through
the behavior, situation, and special conditions
components of the objective (condition{s}).
When developing a Table you want to test all
the objectives. You can only be sure students
can perform the objectives which are tested.
However, a constraint in doing that may be
time. In that case you would want to do
sampling of objectives.
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You should sample among objectives
only if it will solve a constraint problem.
Document the sampling plan. Always test the
most critical objectives. Test the less critical
objectives in rotation randomly. Students are
not informed of the objectives to be tested.

Sample among conditions if the action
must be performed undereach of two conditions
develop items for each condition. If the action
may be performed undereither of two conditions,
test the more difficult condition if only one can
be tested. If the action must be performed under
three conditions, test the two most critical ones.
If the action must be performed under a large
number of conditions, test at least 30% of them
including the most critical ones.

Level equals domainlevel of the action verb
oftheobjective. Levelis assigning the objective’s
action verb to a category in Bloom’s taxonomy.
For example, Objective | is application and Ob-
jective 2 is comprehension. There are a number
of lists of action verbs according to taxonomy
level (e.g. Linn & Gronlund (2000), Appendix
G). This assignment is done graphically so that
you can look to the right of the assignment to see
if there are any questions in levels beyond the as-
signedlevel. You canonly testto the level taught.
Otherwise you will be setting your students up
for failure. You also must test objectives at full
performance if you are going to state that students
are competent at action verb level. At the level
necessary, you can and should test the enabling
skills for assurance that the students have the
prerequisite skills to achieve full performance.
In the following example from Table 1, partially
reproduced here as Chart 1.

Objective 1 reads as follows “Identify
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architectural style inexamples of 20th century
revival style buildings around the world.”
There are no questions listed in the Table
above application so we are not testing above
the level taught. Under application there are
five questions, therefore, Objective 1 isbeing
tested at full performance. Under comprehen-
sion for Objective 1, there are six questions
listed. These six questions test enabling
skills required to obtain full performance.
These questions may be such that examples
of original styles of building architecture are
presented and the student names them.

Bloom's Taxonomy's cognitive domain
can be arranged in columns. Bloom’s tax-
onomy is used because it provides the ability
to develop a Table for a tcacher made test
in the cognitive, affective and psychomotor
domains. The Tables used in this fastback as
illustrations are all cognitive, however, the
only difference between the cognitive and the
affective and psychomotor is the interchange
of the placement of the levels.

A Table ensures your test will include a
varicty of items at different levels of cognitive
complexity. The cognitive domain is looked
at as a set of steps. You must take the first
step before you can attain the second, and
so on. This mind set is very important when
you look at congruency.

The example under LEVEL in Chart |
illustrated an aspect of testing called CONGRU-
ENCY. Congruency is teaching and testing at
the same level. The level of the objective is
matched with the placement of test items. Chart
2isanexample of congruency; testing what you
are teaching using Objective 7 in Table 1.

16%

Chart 1
Learning Objective Item Bloom’s Taxonomy/Congruency
Type Know Comp Appl | Anal | Syn Evl | Total
No | Level nstruct Q/pP/ QP
ime %
1 Appl 95 11/16 | Matching 6(1) 5(2) 11/16
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Chart 2
Learning Objective Item Bloom’s Taxonomy/Congruency
Type Know Comp Appl | Anal | Syn Evl | Total
No | Level nstruct Q/p/ QP
lime %
7| Appl 85 10714 | MC 2(1) 2(1) 52) 914
14% |
Teaching Application
Learning Application
Test 1 Knowledge, Comprehension
Test 2 Comprehension, Application, Synthesis
Lest s Version a. Knowledge, Application

Version b. Knowledge, Comprehension, Application

Version c.
Version d.

The teacher is teaching Objective 7 at
the application level. Similarly. to state that
a student can fully perform at the application
level, the test must asscss at the application
level. In the chart, if the teacher uses Test 1
Objective 7 has not been tested to the level of
the objective, and you will not be able to state
that the student who passed has mastered the
objective. Test 2 is the reverse, you have set
the students up for failure because you are
testing at a mastery level you did not teach
them to attain. Test 3 gives you a variety of
ways to test for mastery of the objective level
application, with Test 3 version b being used
for Objective 7.

You would use Test 3 versions a. b, orc,
if you.were testing prerequisite or enabling
objectives. While testing for maximum per-
formance of the objective action verb you
may need to ask questions on the prerequisite
and cnabling objectives to insurc that the
student had these abilities, otherwise you will
not know why the student failed at the full
performance measure. The testing of prereq-
uisite and enabling objectives is extremely
important. it helps you in being diagnostic

Comprehension, Application

Application

and prescriptive in your test critique and
determining if you taught with sufficient cm-
phasis, depth, and breadth, the objective. An
example of an enabling test question would
be to give the value of [ if the objective full
performance was to calculate the circumfer-
ence of a circle given its radius.

To do the calculations for the TIME and
Q/P/% columns of the tablc of specifications
the teacher must use the following formulas
for each objective in the table.

FORMULA “A”
time in class spent on objective (min) / total
time for the instruction being examined (min)
= % of instruction time

Example from Table 1 using Objective 1:

total time for instruction 600 minutes. Time
in class spent on Objective [ 95 minutes.

95

__=.160r16%

600

THEN the instructor should look at the
number of test items and their point weight
per question and complete Formula “B.”
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FORMULA “B”
point total of questions for objective / total
points* on examination = % of examination
value
Example from Table lusing Objective 1:
16
_ =16%
100

Then the two percentages from Formula
“A” and Formula “B” should be placed in
Formula “C.” If the outcome of Formula
“C” is within the established parameters,
the teacher may go to the next objective
until they have completed the process for
all objectives.

(*Total points is academic point value
assigned to examination)

THEN the two percentages from Formula
“A” and Formula “B” should be placed in
Formula “C.” If the outcome of Formula
“C” is within the established parameters,
the instructors may go to the next objective
until they have completed the process for
all objectives.

FORMULA “C”
Percent of instruction time = percent of
examination value (within +- 2 percent, if
not, redo test)
Example from Table lusing Objective 1:
16 = 16

Using as an example Table | objective
NO. 1 had 95 minutes of instructional time
spent on it. The total time of instruction
covered by the test was 600 minutes. Using
Formula“A” objective NO. | wouldhave 16%
of the instructional time. Using Formula “B”
16% of the instructional time would equate
to 11 questions and 16 points. Formula “C”
compares the two percentages. The percent-
ages should be within the values established
for content validity for an examination,

TIME equals the time, expressed in
minutes, spent in class and other learning ac-
tivities on the objective. Mehrens & Lehman
(1973) state the major advantage of teacher

The Table of Specifications . ./ 123

madc tests is that a tcacher made test can be
tailor made to fit the teacher’s unique and/or
particular objectives. However, the teacher
must insure that appropriate weight is given
during the test to those particular objectives.
The formulas for calculating time have
already been presented. Remember that all
these times are in minutes and then converted
to percent. The use of these formulas and
their answers determine the distribution of
numbers of questions on the test and point
values assigned to said questions. Emphasis
given during instruction must be used to as-
sign weight in a test. Emphasis on an objec-
tive in a class and corresponding activities is
a students’ first and major clue to relevance
and value of what is being taught. You have
been in class where the teacher spend “X”
amount f time on a subject and there is one
question on the test covering that material
and 14 on something that was covered by a
paragraph in the text. The way the Table is
constructed, time on objective, both directand
integrated is used to establish relevance of
material to the students and for test construc-
tion. Total Time Spent Teaching all material
is the baseline that is used to determine the
weight given to the objective in the overall
scheme of the Table. Mchrens & Lehman
(1973) states there is no guarantee a “match”
between instructional objectives and test item
will take place if a Table is used; it will only
indicate the number or proportion of test
items to be allotted to cach of the instructional
objectives specified.

The final distribution of items in the Table
of Specifications should refiect thc emphasis
given during the instruction. This concept of
relative weightimpacts both the construction
of the Table and student perception that the test
is fair. Objectives considered more important
by the teacher should be allotted more test
items. Similarly, areas of content receiving
more instruction time should be allotted more
test items. Too often students say, “I studied
the chart in the book that we spent two days
on and then there was nothing on the test.
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And wherce did that essay on cause and effect
come from.” Relative weighting will alleviate
these types of student comments.

Although the decisions involved in mak-
ing the Table are somewhat arbitrary and the
processis time consuming, the preparation of
the Table of Specifications is onc of the best
means for ensuring that the test will measure
a representative sample of instructionally
related tasks.

The percentages are then used to deter-
mine the number of questions per objective
and the value of points per objective.

Q/P/% is the number of questions (Q)
and points (P) by percent (%) that represent
the cmphasis of instructional time based
on relative weight. These are the number
of questions and points that are the bench
mark for test development. In the example
below from Table 1, partially reproduced
here as Chart 3, the Q/P/% of Objective 3 is
in bold (6/9).

Linn & Gronlund (2000) provided the
rationale behind the Q/P/% when they
stated “We should like any asscssment
of achievement that we construct to
produce results that represent both the
content areas and the objectives we wish
to measure, and the table of specifica-
tions aids in obtaining a sample of tasks
that represents both. The percentages in
the table indicate the relative degree of
emphasis thateach content area and cach
instructional objective is to be given in
the test” (p. 80).

Linn & Gronlund (2000) further stated
“thistable indicates both the total number
of test items and assessment tasks and
the percentage allotted to cach objective
and each area of content. For classroom
testing, using the number of items may be
sufficient, but the percentages are useful
in determining the amount of emphasis
to give to each arca” (p. 562).

Chart 3
Learning Objective Item Bloom’s Taxonomy/Congruency
Type - - | Know Comp App! | Anal Syn Evl | Total
No Level nstruct Qrp/ Q/pP
ime %o
3 Appl 50 6/9 MC 1(1) 2(2) 4/9
8% Essay 1(4)
Chart 4 Test Item Format
Type of Knowledg Comprehensi Appli Analysis | Synthesis | Evaluation
Test Item
Multiple X X X X X
Choice
Matching X X X X
True-False | X X
Short X X X X
Answer
Essay X X X X X
Chart 5
Learning Objective Item Bloom’s Taxonomy/Congruency
Type Know Comp App! | Anal | Syn Evl | Total
No | Level nstruct Q/P/ Q/P
ime %
1 Appl 95 11/16 | Matching 6(1) 5(2) 11/16
16%
2 Comp 55 710 MC 5(2) 5/10
9%
3 Appl 50 6/9 MC 1(1) 2(2) 4/9
8% Essay 1(4)
5 Synth 45 6/8 MC 2(1) 5/8
8% SA 2(1)
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Linn & Gronlund (2000) summed up

Q/P/% when they stated “the final distribution
of items in the table of specifications
should reflect the emphasis given during
the instruction. Objectives considered
more important by the teacher should be
allotted more test items. This applies not
only to the items on the classroom test
butalsoto performance assessment tasks.
The weight given to the performance of
such assessment tasks should reflect the
importance of the objcctive. Similarly,
arcas of content receiving more instruc-
tion time should be allocated more test
items and assessment tasks” (p. 147).

The second major heading in the Table
body isITEM TYPE. Itemtypeisthetype(s)
of test item(s) used to test the student’s ability
to obtain the objective. The Test Item Format
Chart below provides a visual representation
of the levels of the cognitive domain that can
be tested by the five basic test items used on
teacher made tests. Depending on complex-
ity, wherever possiblc use the most simplistic
test item format.
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Using Table 1, partially reproduced here
as Chart 5, as an example, Objectives 1 and
3 arc both full performance at the applica-
tion level. However, they are being tested
by different item types, but with the correct
types of questions as prescribed by the chart.
The use of the essay in Objective 3 may be
to explain reasoning or a procedure required
by the objective for full performance.

The third subheading in the Table body
is Bloom’s Taxonomy/Congruency. LEVELS
of the domain tested and the total number of
the types of questions inthe level(s) tested are
listed. This will assistin determining if testing
is at multiple levels, only at the highest level,
orattoohighalevel. The base Table of Speci-
fications is set up for the cognitive domain. If
testing the affective or psychomotor domain,
the Table is the same, except the cognitive
levels would be replaced by the levels of the
affective or psychomotor domain.

TOTAL in a row equals the number of
questions testing an objective (Table 1, par-
tially reproduced here as Chart 6, Objective
6). Total in a column equals the number of
questions testing a domain level (Chart 6,
Application level: 16/34).

Chart 6
Learning Objective Item Bloom’s Taxonomy/Congruency |
Type Know Comp Appl | Anal | Syn Evl | Total
No Level nstruct Q/p/ Q/p
ime %o
1 Appl 95 11/16 | Matching 6(1) 5(2) 11/16
16%
2 Comp 55 7710 | MC 5(2) 5/10
9%
3 Appl 50 6/9 MC 1(1) 2Q2) 4/9
8% Essay 1(4)
4 Appl 35 5/6 MC 1(1) (1) 1(4) 3/6
6% Essay
5 Synth 45 6/8 MC 2(1) 5/8
8% SA 2(1)
Essay 1(4)
6 Know 60 8/10 True/ 6(1) 78
10% False
MC 12)
7 Appl 85 10/14 | MC 2(1) 2(1) 5(2) 9/14
14%
8 Anal 60 8/10 SA 3(2) 4/10
10% Essay 1(4)
9 Comp 70 9/12 Matching 6(1) 9/12
12% MC 3(2)
10 Eval 40 517 Essay 1 177
7% ()]
Total 600 min | 75/10 11/12 23/31 16/ 4/10 3/6 1/7 | 58/
/100% 0 34 100

SRR — e - o
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The sums of the columns and row should
be equal. If they are not, then the addition is
incorrect. The bottom right hand corner is
where the column and row totals are found
(Chart 6: 56/100). The total number of ques-
tions for each level of the domain is summed
objective (Chart 6, Objective 6: 7/8). Then
all the levels of the domains are added. This
total should equal the total number of ques-
tions which where determined to be on the
test. Similarly the values of each question for
each objective are summed and the total of
all points is added. This total should equal
the set valuc of the examination (Chart 6:
56/100; testing heading stated test value was
100 points, they match).

NOTE: Common sense is important. Make
point values whole numbers, no 1.5, etc.
You will spend too much time grading. The
questions per objective and point value are
assigned based on percent of time tanght
including direct instruction and intcgrated
instruction. Therefore one percent equals
one question worth one point. However, if
you use a question and it is worth two points
look at that as two questions. If you have an
essay question worth S points look atit as five
questions. Also, when rounding up or down
to get a full question or point, always round
up for the higher level objectives. Number
of questions per objective can go down but
point value per objective is not changed.
Using Table [, partially reproduced here
as Chart 7, the objectives and points are:
Summarizing the objectives and their
point totals in Chart 7 would look like this:

Objectives #  Point Value

10% 1 Knowledge 12
21% 2 Comprehension 21
44% 4 Application 34
10% I Analysis 10
08% 1 Synthesis 06
07% 1 Evaluation 07
100% 100

To check that your test is assessing as
taught you look at the total row at the bot-
tom of the Tablc!, partially reproduced here
as Chart 8 and you will sec if values arc
within line.

To keep with the wedding theme some-
thing needs to be borrowed. We have bor-
rowed two things for this wedding. We arc
going to borrow from Carcy (1988) some
thoughts on how to make the Table provide
a test that is both valid and reliablc.

Carey (1988) stated “During the design
of classroom tests, you need to be concerned
with the validity and reliability of test scores.
We have discussed content validity and how
the Table will provide for it. Reliability is not
normally associated with the Table. Reli-
ability refers to the consistency or stability
of scores obtained from a test. If the scores

Chart 7
Learning Objective
No | Level Instruct Q/p/
rime %

1 Appl 95 11/16
16%

2 Comp 55 7/10
9%

3 Appl 50 6/9
8%

4 Appl 35 5/6
6%

5 Synth 45 6/8
8%

6 Know 60 8/10
10%

7 Appl 85 10/14
14%

8 Anal 60 8/10
10%

9 Comp 70 9/12
12%

10 Eval 40 57
7%
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Chart 8
Learning Objective Item Bloom’s Taxonomy/Congruency
Type Know Comp Appl | Anal | Syn Evl | Total
No | Level nstruct Q/p/ QP
ime %o
Total 600 min | 75/ 11712 23/31 16/34 | 4/10 3/6 1/7 | 58/100
/100% 100

are unreliable, decisions or inferences based
on them are dubious. Tests must be designed
carefully to yield reliable and valid scores”
(p. 95).

Carey (1988) continued that there are
“five steps during the design stage you must
take to achieve reliable test results: (1) select
arepresentative sample of objectives fromthe
goal framework; (2) select enough items to
represent adequately the skills required in the
objective; (3) select item formats that reduce
the likelihood of guessing; (4) prescribe only
the number of items students can complete in
the time available; and (5) determine ways
to maintain positive student attitudes toward
testing. The subordinate skills in an instruc-
tional goal framework should be divided into
prerequisite skills (skills students should have
mastered before entering aunit of instruction)
and enabling skills (skills that comprise the
main focus of instruction for a unit)” (p. 95).
The Table presented takes into account the
five steps that will make a test reliable.

The second thing borrowed is Linn &
Gronlund’s (2000) ideato embed related non-
test assessment procedures in an expanded
Table of Specifications.

Reproducing the assessment plan shown

earlier (page 5) as Chart 8 and we could
add the class attendance, homework, class
participation, and quiz points used during
the instructional time that our test covered.
In Table | (reproduced from page 3) with
the added non-test points we have added the
categories and values in the heading of the
Table and then emphasized in the body of
the Table the non-test learning activities and
their relative points by underlining.

EXAMPLE
Assessment Plan: Determining Marking
Period Point Values
Observation time on

objective/task 30x05 = 150
Homework 6x20 = 120
Class Participation  30x 10 = 300
Quizzes

Open book 3 x10 = 30

Closed book 2x25 = 50
Tests

Unit test 3x 100 = 300

Marking period test 1 x 200 = 200
Portfolio 0 for marking period

Total points marking period 1150 (Class
work =570  Tests = 580)

Figure 1
§ Objectives
_ Understands Interprets Skdll in
Influence of
Each Factor . Using Constructing Total
. :Specific on Weather =~ Weather Measuring Weather Number
rms - Facts Formation Maps Devices Maps of Items
%3 3 3 Qbserve pupils  Evaluate maps 11
2 8 2 using measuring constructed 16
2 2 2 devices (rating by pupils 8
scale) (checklist)
| 2 5 10
b F el + 5
Jatal nundber -
of fterns 12 10 16 12 50
Percentage of ;
-evalgation . 12% 10% 16% 2% o 25% 25% 100%
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Summary

The Table of Specifications is used to
show two things; first, the emphasis of the test
item is equal to the emphasis of the instruc-
tional time. Instructors are testing what they
taught. The sccond thing a Table shows is the
test is assessing at the appropriate level(s).
If there are constraints, always test at the
highest level. If an individual can perform
the most difficult aspects of the objective, the
instructor can “assume” the lower levels can
be done. However, if testing the lower levels,
the instructor cannot “assumc” the individual
can perform the higher levels. If there are no
constraints, testing across the levels can be
conducted so as to indicate where a student
or class erred when they did not perform at
the highest level.

Teacher made tests and accountability
have been united. It takes effort to make a
marriage work justas it does to make ateacher
made test meet the validity and reliability
requirements of accountability. The Tablc of
Specifications is the tie that binds.
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